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Abstract
This article reviews various procedures used in the analysis of circadian rhythms at the populational, organismal, cellular and molecular levels. The procedures range from visual inspection of time plots and actograms to several mathematical methods of time series analysis. Computational steps are described in some detail, and additional bibliographic resources and computer programs are listed.

Keywords: Biostatistics, circadian rhythm, chronobiology, chronomics, time series analysis

Introduction
Circadian rhythms are partly-endogenous cycles in biological processes that recur in approximately 24-h intervals (Aschoff 1979; Halberg 1969; Pittendrigh 1993; Rietveld 1996). Although circadian oscillation is only one of many cyclic processes in organisms (Cornélissen et al. 1999; Gillette & Sejnowski 2005), it is often analyzed as an independent process. Treating circadian oscillations as independent processes is only justified under particular conditions, notably in the case of limited short time series, and is subject to several caveats to be discussed here. In particular, interactions between circadian and other oscillatory processes may invalidate the results of analyses conducted with exclusive focus on circadian rhythmicity. Empirical research has documented interactions of circadian rhythmicity with tidal rhythmicity (Akiyama 2004; Barnwell 1968; de la Iglesia et al. 1994; Palmer 1967; Stillman & Barnwell 2004; Wikelski & Hau 1995), reproductive rhythmicity (Häster & Erkert 1993; Houdelier et al. 2002; Kadono et al. 1981; Rauth-Widmann et al. 1996; Zivkovic et al. 1999), weekly rhythmicity (Cornélissen et al. 1986; Falcón et al. 1996; Halberg et al. 1985; Sanchez de la Peña et al. 1983; Schweiger et al. 1986), and annual rhythmicity (Bertolucci et al. 2002; Honma et al. 1992; Lee & Zucker 1995; Menaker 1961; Mrosovsky et al. 1976; Wollnik & Schmidt 1995), among others.

The study of circadian rhythms is a fast-growing field of biomedical research. As of January 2006, PubMed (the US National Library of Medicine’s biomedical database) contained
50,000 abstracts of journal articles that could be retrieved by the keyword “circadian” — three times as many as those catalogued 20 years earlier. The medical importance of research on circadian rhythms is exemplified by applications in the treatment of hypertension (Cornélissen et al. 1991; Hermida et al. 2003, 2004), cancer (Halberg et al. 2003a; Hrushesky 1985; Lévi et al. 1997), rheumatoid arthritis (Günther et al. 1980), asthma (Pincus et al. 1995), the malaise associated with shift work (Boivin & James 2002; Crowley et al. 2003), sleep disorders (Czeisler et al. 1981), and numerous other conditions. As a specific example, Figure 1 shows the doubling of survival rate of cancer patients treated at the time of peak tumor temperature as compared to other circadian times (Halberg et al. 2003a). The importance of analysis of circadian rhythms for diagnosis is particularly clear in the use of the circadian amplitude and phase to diagnose separate vascular variability disorders, a public health problem *par excellence*, with other aspects reviewed elsewhere by Zeger et al. (2006). Thus, a circadian blood pressure overswing (or circadian hyper-amplitude-tension, CHAT, defined as a 24-hour amplitude of blood pressure above the upper 95% prediction limit derived on the basis of data from clinically healthy peers) carries a curable risk greater than hypertension, even when values are within an acceptable range and the condition is silent to both care recipient and caregiver (Cornélissen et al. 2004; Halberg et al. 2002). An odd circadian timing of blood pressure is associated with autonomic disorders, e.g. in diabetes (Halberg et al. 2002). The two conditions are confounded in many papers relying on diagnoses based on simple day–night ratios, which yield classifications of dippers, non-dippers, excessive dippers, or reverse dippers, and that fail to separate outcomes when rhythm characteristics do so (Bingham et al. 2005; Cornélissen et al. 2000, 2006).

Procedures for the analysis of circadian rhythms are part of the broader set of procedures involved in time series analysis in general. This analysis of data that have been collected at different points in time is extensively used by economists, meteorologists, engineers, public health researchers, and many other professionals whose main concern is not biological rhythms (Brockwell & Davis 2002; Chatfield 2004; Diggle et al. 2002; Percival & Walden

![Figure 1.

Figure 1. Treatment of perioral cancer timed at peak tumor temperature leads to more than doubling of the 24-month survival rate, as compared to reference groups treated 4 or 8 hours before or after the tumor temperature peak. The dashed line indicates the outcome for treatment conducted without regard for circadian time. Data from Halberg et al. (2003a), as documented by a peak test (Savage et al. 1962).](image-url)
2000; Shumway & Stoffer 2000). While this paper focuses particularly on circadian rhythmicity, the methods presented herein remain applicable to the detection and characterization of very many other components that are documented in biology and many other sciences. Figure 2 is a flowchart of some of the methods available for analysis in chronobiology. Some of the methods in the flowchart are not included in this paper (such as multivariate and discriminant analysis, cross-correlation, cross-spectral analysis and coherence, convolution and deconvolution, complex demodulation, chronodesms, cluster analysis, jackknife, and bootstrap) but are at least here mentioned for those interested in the

Figure 2. Flowchart of some of the methods available for analysis in chronobiology and for chronomics, with emphasis on extended cosinor rhythmometry. Note on the top of the chart that one can start with a time-specified datum as well as with a time series. This is because the methods of rhythmometry also serve for the preparation of reference intervals. Such time-specified reference intervals, or chronodesms, and their variants are currently a raison d'etre of clinical chronobiology, as this discipline resolves the normal range of variation. Use of the procedures outlined in this flowchart has to be based on cost-effectiveness that determines the sampling requirements which in research will be much more demanding for exploring new periodicities even in the circadian spectral region than for dealing with already-mapped rhythms. As biology and medicine involve longer and longer series, it will become essential to resolve more than single components in a given spectral region, including the circadian one. As more and more variables can be studied concomitantly for long spans, procedures that analyze relations among time series will become indispensable. Adapted from Halberg et al. (1987).
broader context of chronobiometry. Other methods considered in the paper (Rayleigh test, Enright and Lomb–Scargle periodograms) are not included in this flowchart but are discussed in detail. Some methods referred to in the flowchart are general ones: for instance, moving spectral windows are one kind of pergressive spectral analysis, while chronobiologic serial sections are another kind. Some techniques such as time-varying phase synchronization are not covered in the paper and are not included in the flowchart either. The method(s) to be used are best considered before decisions on a sampling design.

**Sampling**

While the design of studies and the associated problems of sampling and data editing, notably with respect to outliers, are mentioned only briefly in this paper focusing on analyses, a few guidelines are provided herewith.

There are essentially three types of sampling of time series: longitudinal, transverse (cross-sectional), and hybrid sampling. Longitudinal sampling is sampling conducted continuously over many cycles, preferably at regular intervals. This sampling is especially useful to assess the time structure representing an individual. The longer the time series, the easier it is to estimate components with longer and longer periods, the easier it is to discriminate between separate components with close periods, and the better one can differentiate a rhythm spectrum from trends.

Transverse or cross-sectional sampling is sampling of many individuals, once per individual. This approach is necessary when experimental conditions do not allow longitudinal sampling, as in the case of assessment of toxicity of a drug by the endpoint lethality. In order to assess rhythmic behavior based on purely transverse sampling, each individual sample needs to be collected at a different time (or rhythm stage), an approach that presumes external synchronization. The larger the number of individuals, the better the overall population will be represented, provided individual samples are random.

The main limitation of a purely transverse design stems from the often present inter-individual differences in mean value. For this reason, hybrid (linked-cross-sectional) designs are usually preferred in chronobiological studies. Hybrid designs are a combination of longitudinal and transverse sampling. Expressing the data as a percentage of each series mean, whereby inter-individual differences are eliminated, then facilitates the analysis. Specifically, several individuals provide repeated samples at intervals to cover at least one cycle of the anticipated rhythm to be assessed. Rhythm characteristics can thus be determined for each individual assessed longitudinally. Parameter estimates thus obtained are considered as imputations and summarized across all sampled individuals to obtain an assessment of the rhythmic behavior generalizable to the population, as long as the sampled individuals constitute a random sample of the population.

Often there are constraints that limit either the duration of an experiment (upper limit for a longitudinal assessment) or the number of individuals included in an investigation. Hybrid sampling was actually conceived in the context of a biosatellite project on eight rats for 21 days, where each additional day or rat had a price tag of one million dollars (not adjusted for inflation!) and thus a design was developed wherein the rats were studied transversely in a 12-h alternation of light and darkness first and for free-running under continuous light next, in order to seek answers to major questions within the limitations of sampling within the constraints of available days and individuals (Halberg et al. 1971).

Circadian and broader maps obtained under routine synchronized conditions are highly desirable for consultation before one decides on the sampling rate, if blunders are to be avoided. Figure 3 illustrates a problem encountered when the sampling rate is insufficient. It
also illustrates the danger of sampling at a fixed time of day (a common but not invariably applicable practice) when the circadian rhythm is not 24-h synchronized. The variable being studied in this case is characterized by a period of 27.43 h, desynchronized from 24 h. It is assumed to follow a sinusoidal course with no noise. Sampling once a day at a fixed clock hour is shown by the dots. Analysis of the sampled data detects a component with a period of 8 days instead of 27.43 h. More generally, aliasing refers to all artifacts resulting from insufficiently dense sampling that fails to detect rhythm characteristics, such as the amplitude, acrophase or waveform (as well as the period illustrated on this graph). Adapted from Halberg et al. (1977).

Figure 3. Diagram illustrating aliasing (that is, identification of a spurious “rhythm” [alias] because of poor [insufficiently dense] sampling of an actual rhythmic process). The actual rhythmic component in this graph is sinusoidal with a period of 27.43 h. Sampling once a day at a fixed clock hour is shown by the dots. Analysis of the sampled data detects a component with a period of 8 days instead of 27.43 h. More generally, aliasing refers to all artifacts resulting from insufficiently dense sampling that fails to detect rhythm characteristics, such as the amplitude, acrophase or waveform (as well as the period illustrated on this graph). Adapted from Halberg et al. (1977).

also illustrates the danger of sampling at a fixed time of day (a common but not invariably applicable practice) when the circadian rhythm is not 24-h synchronized. The variable being studied in this case is characterized by a period of 27.43 h, desynchronized from 24 h. It is assumed to follow a sinusoidal course with no noise. Sampling once a day at a fixed clock hour is shown by the dots. Analysis of the sampled data detects a component with a period of eight days instead of 27.43 h. This phenomenon is called aliasing because one component (27.43-h) is spuriously mistaken as an eight-day (aliased) component. Sampling once a day at a fixed clock hour has also been shown to yield contradictory results when not just the MESOR but also the circadian amplitude (or acrophase) is modulated by another component. This is the case for blood pressure which tends to have a more prominent circadian variation in winter than in summer. As a consequence, daytime measurements will tend to assume higher values during the winter whereas night-time and early morning measurements will tend to assume higher values during the summer. By fixing the time of day of measurement to “control” for the circadian rhythm thus yields controversial circannual results depending on when during the day the fixed measurement is taken (Watanabe et al. 2003).

Visual inspection

The first step in the analysis of any time series consists of visual inspection of a time plot. The viewing of the data guides the selection of procedures for numerical analysis. Inspection of time plots in Cartesian coordinates (sometimes called “chronograms”) has been conducted by researchers of circadian rhythms since the late 1800s and early 1900s (Benedict 1904; Ogle 1866; Simpson & Galbraith 1906) and remains essential today. Figure 4 shows the
record of body temperature of a gerbil (Pachyuromys duprasi) collected by radio-telemetry every six minutes for eight consecutive days (A). For comparison, the figure also shows a data set containing temperature values sampled in the same temperature range but temporally randomized (B). An approximately 24-h pattern of oscillation is evident in A but not in B. Data from Refinetti (1998).

Figure 4. Time plots of the records of body temperature of a gerbil collected by radio-telemetry every 6 minutes for 8 consecutive days (A) and of a simulated data set containing temperature values sampled in the same temperature range but temporally randomized (B). An approximately 24-h pattern of oscillation is evident in A but not in B. Data from Refinetti (1998).

A different, but very common form of display of time series used by investigators of circadian rhythms is the actogram (DeCoursey 2004; Refinetti 1992b). Introduced in 1926 by Maynard Johnson, the actogram can be derived from a chronogram by “cutting out” the data segment for each day, “stretching” it to the full width of a page, and “pasting” it below the data of the preceding day. The resulting graph shows data for one day per line, with successive days appearing on successive lines (Figure 5). The vertical alignment of the data provides instant information about the duration of the circadian cycle (that is, its period): drifts to the left indicate that the cycle is shorter than 24 h, whereas drifts to the right indicate
that the cycle is longer than 24 h. The actogram in Figure 5 shows the running-wheel activity rhythm of a Nile grass rat (*Arvicanthis niloticus*) recorded at 6-min intervals for 35 consecutive days. During the first 22 days, the animal was maintained under a 24-h light–dark cycle that synchronized its locomotor activity rhythm. During the following 13 days, the lights were off, which allowed the grass rat to free-run with its presumed endogenous period shorter than 24.0 h. Data from Refinetti (2004a).

Often, researchers are unable to perform longitudinal sampling because of methodological limitations, because the phenomenon itself has an intractable temporal structure, or because they wish to avoid a putative effect of repeated sampling on the same individual (Halberg 1953). Figure 6(A) shows the accumulated temporal distribution of train suicides in the Netherlands. Of course, any single individual can only commit suicide once; consequently, a true time series of suicides cannot be obtained at the individual level. As shown in the figure, however, an “educated” daily rhythm of suicides can be produced when populational data are accumulated over many years. This can be accomplished by stacking the data over an idealized cycle with an assumed period. The distribution of the data points (A) is quite different from the distribution of values sampled in the same range but temporally randomized (B).

If the time series allows examination without stacking, such as is the case for the time series of daily suicides in Minnesota (Figure 6C, D), data analysis can be extended to longer rhythmic components (E). Thus, even though the use of educated data sets has merits, notably when the number of “events” is small, it should be realized that, once the data have been stacked, an estimate of the given period’s uncertainty in length and, more importantly, point-and-interval estimates of the length of other periods that characterize the data (as they do in the case of suicides in Minnesota) can no longer be obtained. Stacking, invaluable to visualize the waveform of a given spectral component, is only a complementary approach to curve
fitting and can be particularly restrictive whenever the data series exceeds in length the period used for stacking.

Data sets obtained in biomedical or other research and practice are often not as clearly rhythmic as some of those shown above. Even when they are clearly rhythmic to the eye, the
The investigator must conduct numerical analysis to secure an objective index of rhythmicity. Therefore, numerical procedures must be employed. Table I lists the procedures that will be discussed and indicates literature sources for the computational details as well as sources for computer software.

**Detection of rhythmicity**

*Analysis of variance (ANOVA)*

Although the analysis of variance (ANOVA) can only test for equality of class means and does not in itself tell anything about periodicity, this method has often been used to distinguish noisy rhythms from random oscillation when the period is known, at least approximately, *a priori*. The ANOVA, a well known procedure of statistical inference developed by Ronald Fisher in the early 1900s (Fisher 1925), is explained with adequate detail in all introductory statistics textbooks of today (e.g. Hurlburt 2003; Moore 2004; Sprinthall 2003; Weiss 2005). The test is based on the $F$ statistic, which is a quotient of two indices of variability (sums of squares divided by their numbers of degrees of freedom): the variability computed between groups (time bins) and the variability computed within groups (or an adjusted error term, if the measurements conducted on successive time bins are not independent). Under the assumption of the null hypothesis (that is, that all class means are equal and, therefore, that there is no rhythmicity in the data), the two indices of variability are expected to be the same, which results in an $F$ of 1. If there is rhythmicity, however, the variability among time bins will be larger than the variability within time bins, and $F$ will be larger than 1. The probability density curve of the $F$ distribution provides the basis for the decision of whether the empirical $F$ value is significantly larger than 1.

Consider the data in Figure 7. The concentration of cholesterol in the blood of a goat (*Capra hircus*) was sampled every 3 h for 10 consecutive days. The figure shows the means (and standard errors) of the 10 measurements taken at each of the eight daily collection times (A). A repeated-measures ANOVA of these data indicates that the differences among the various means are unlikely to be explained by chance alone ($F_{7,63} = 76.378, p < 0.0001$). Thus, we can infer that the concentration of cholesterol is not uniform throughout the day. The result of the ANOVA constitutes suggestive evidence that the goat exhibits daily rhythmicity in blood cholesterol concentration. Unfortunately, a major drawback in the use of ANOVA for the analysis of circadian rhythmicity is that, by design, the ANOVA evaluates only whether one or more means differ significantly from the others. It does not evaluate the existence of a rhythmic pattern. As a matter of fact, ANOVA indicates that the second data set in Figure 7(B) is just as rhythmic as the first one (A). Yet, there is clearly not 24-h rhythmicity in B.

In short, although the ANOVA can satisfactorily guide the inference about the absence of circadian rhythmicity if the null hypothesis is retained, it cannot demonstrate the existence of any particular rhythmicity when the null hypothesis is rejected. The ANOVA can ascertain lack of uniformity, but lack of uniformity does not imply circadian rhythmicity. Of course, the same limitation applies to the non-parametric equivalents of the ANOVA — the Kruskal–Wallis and Friedman tests (Kanji 1993; Krauth 1988; Siegel 1956). Likewise, a test of peak values for educed time series developed in the early 1960s (Savage et al. 1962) can confirm the presence of an anticipated significant peak but cannot document rhythmicity without prior information. Another problem relates to the choice of the number of classes and of a reference time, notably when this approach is applied to a longitudinal record of non-equidistant data (Hillman et al. 1990).
<table>
<thead>
<tr>
<th>Procedure</th>
<th>Literature</th>
<th>Software</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cosinor</strong></td>
<td>Bingham et al. (1982), Nelson et al. (1979)</td>
<td>Cosifit (Circosoft, Waltham, MA), Time Series Analysis Serial Cosinor (Expert Soft Technology, Esvres, France)</td>
</tr>
<tr>
<td><strong>Extended cosinor</strong></td>
<td>Coméllissen and Halberg, 2005; Halberg, 1969</td>
<td><a href="http://www.msi.umn.edu/~halberg/">http://www.msi.umn.edu/~halberg/</a></td>
</tr>
<tr>
<td><strong>Enright</strong></td>
<td>Dörrscheidt and Beck (1975), Refinetti (1993), Sokolove and Bushell (1978)</td>
<td>Chronobiology Kit Analysis (Stanford Software Systems, Santa Cruz, CA), ClockLab Analysis (Actimetrics Software, Wilmette, IL), Actiview Actogram Software (Mini-Mitter Company, Bend, OR), CD-ROM in Refinetti (2006a)</td>
</tr>
<tr>
<td><strong>Lomb–Scargle</strong></td>
<td>Lomb (1976), Ruf (1999), Van Dongen et al. (1999a)</td>
<td>AutoSignal (Systat Software Inc., Richmond, CA), CD-ROM in Refinetti (2006a)</td>
</tr>
<tr>
<td><strong>Simulated annealing</strong></td>
<td>Czaplicki et al., 2006</td>
<td>GOSA (<a href="http://www.bio-log.biz">www.bio-log.biz</a>)</td>
</tr>
</tbody>
</table>

Product or corporate names may be trademarks or registered trademarks and are only used for identification purposes, without intent to infringe. Although reasonable efforts have been made to provide reliable information about the products listed here, the authors and the publisher cannot assume responsibility for the performance of the products or the safety of their use.
Fourier analysis

A full century before Fisher developed the ANOVA, Joseph Fourier developed a powerful tool for time series analysis that is still widely used today (Beau & Vibert 2006; Bloomfield 2000; Körner 1988; Walker 1988). Fourier analysis (also called “spectral analysis”) is based on Fourier’s revolutionary insight that any time series, regardless of its shape or regularity, can be described by a series of sine and cosine waves of various frequencies (Fourier 1822). Thus, if spectral analysis of a time series identifies a major spectral component in the circadian range, then the investigator can infer that the process under study exhibits circadian rhythmicity. Arthur Schuster used Fourier analysis to evaluate periodicity in meteorological phenomena.

Figure 7. Mean concentration of cholesterol in the serum of a goat sampled every 3 h for 10 consecutive days (A) and simulated data set with randomized time bins (B). Each vertical bar indicates the mean (±SE) of the 10 measurements conducted at each of the eight daily collection times. The horizontal bar at the top indicates the duration of the light and dark phases of the prevailing light-dark cycle. Analysis by ANOVA rejects the hypothesis of uniformity in both cases, but only A exhibits 24-h rhythmicity. Data from Piccione et al. (2003).
and introduced the term “periodogram” (Schuster 1898). The procedure was first applied to the analysis of circadian rhythms in the early 1950s to quantify free-running rhythms of mice after blinding (Halberg & Visscher 1954; Koehler et al. 1956).

In Fourier analysis, the spectral energy \( R^2_j \) of each frequency \( j/N \) for \( j = 1 \) to \((N-1)/2\) can be calculated as:

\[
R^2_j = a_j^2 + b_j^2, \quad \text{where}
\]

\[
a_j = \frac{2}{N} \sum_{i=1}^{N} x_i \cos \left( \frac{2\pi j t_i}{N} \right) \quad \text{and}
\]

\[
b_j = \frac{2}{N} \sum_{i=1}^{N} x_i \sin \left( \frac{2\pi j t_i}{N} \right).
\]

In these equations, \( N \) is the number of data points in the time series, \( x_i \) denotes the value of the variable at time \( t_i \), and all angular values are in radians. By computing \( R^2_j \) for all \( j \) from 1 to \((N-1)/2\), a periodogram can be constructed. The periodogram shows the spectral energy associated with each frequency (or its reciprocal, period). Faster computation can be conducted by Fast Fourier Transforms (Walker 1996).

Figure 8 shows records of locomotor activity of a horse (Equus caballus) monitored by actigraphy at 1-min intervals for 10 consecutive days (top) and the periodogram generated by Fourier analysis of the time series (bottom). Visual inspection of the raw data suggests the existence of 24-h rhythmicity, and the Fourier periodogram confirms it by showing a principal peak at 24.0 h. Other, smaller peaks can also be seen (arrows), and they correspond to other spectral components. The spectral components in harmonic relation with the fundamental 24-h component help characterize the complex waveform of the activity rhythm. Although Fourier did not derive a test of significance to allow quantitative distinction between noisy rhythms and random oscillation, tests of significance were developed by others (Schuster 1898; Fisher 1929; Siegel 1980). The dashed line in Figure 8 (bottom) indicates the 0.05 level of significance for the periodogram according to Fisher’s procedure. Notice that only the 24.0-h component has a peak above the significance line. The significance level of the periodogram, \( p(R^2) \), can be calculated as follows:

\[
p(R^2) = N(1 - g)^{N-1}
\]

where \( N \) is the number of data points in the time series and \( g \) is the quotient of the largest \( R^2_j \) and the sum of all \( R^2_j \) in the periodogram.

Cosinor and cosine fit

The cosinor method was developed by Franz Halberg and colleagues in the early 1960s, used with chronobiological serial sections by 1965 (Halberg et al. 1965), and formally presented in 1967 (Halberg et al. 1967). Further extensions followed, including serial sections of several orders, combined gliding and global spectral windows, parameter testing, and linear–nonlinear rhythmometry (Arbogast et al. 1983; Bingham et al. 1982; Cornélissen & Halberg 2005; Halberg 1980; Nelson et al. 1979; Nintcheu-Fata et al. 2003; Rummel et al. 1974). It is appropriate not only for non-equidistant data but also for serially-independent data (that is, educed rhythms). The method is based on the reasoning that, since circadian
rhythms can be thought of as smooth rhythms with added noise, a model consisting of cosine curves with known periods (24 h alone or with added harmonic terms) can be fitted by least squares to the data as an estimate of the pattern of the smooth rhythm. In the special case of a single cosinusoidal curve, the value of each point \( x_i \) is a function of the average value of the variable under investigation, estimated as the MESOR \( M \) (Midline Estimating Statistic Of Rhythm, a rhythm-adjusted mean that differs from the arithmetic mean when the data are not equidistant and/or do not cover an integer number of cycles), the amplitude of the oscillation \( A \), and the phase of the maximum in relation to a fixed reference time \( \phi \), known as the acrophase). Since the period \( P \) is assumed known (or approximately known), the fit can be obtained by linear regression — the trigonometric angles \( \theta_i \) corresponding to the sampling times \( t_i \) (at which the data points \( x_i \) were collected) being computed as \( \theta_i = (2\pi t_i)/P \). The model can be written according to the equation:

\[
x_i = M + A \cos(\theta_i + \phi) + \epsilon_i
\]  

Figure 8. Records of locomotor activity of a horse monitored by actigraphy at 1-min intervals for 10 consecutive days (top) and the periodogram generated by Fourier analysis of the time series (bottom). The dashed line in the periodogram indicates the 0.05 level of significance. Visual inspection of the raw data suggests the existence of 24-h rhythmicity, and the Fourier periodogram confirms it by showing a large peak at 24.0 h. Other, smaller peaks can also be seen (arrows). Data from Piccione et al. (2005).
where $e_i$ is an error term assumed to be independent and normally distributed with mean zero and fixed unknown variance $\sigma^2$.

If this equation is incorporated into a model of linear regression by the method of least squares, a system of three equations with three unknowns can be derived and solved in algebraic form to provide the parameters of the cosine wave that best fits the time series (Bingham et al. 1982; Halberg et al. 1967; Nelson et al. 1979). If the fitted wave has amplitude statistically greater than zero, then the time series can be inferred to exhibit 24-h rhythmicity.

The cosinor computations are greatly simplified if the data points are equidistant and cover an integer number of cycles. In this case, the MESOR ($M$) is simply the arithmetic mean of all data points $[M = (\Sigma x_i)/N$, for $i = 1$ to $N]$ and $A$ and $\phi$ are computed as:

$$\hat{A} = \sqrt{\hat{\beta}^2 + \hat{\gamma}^2}$$  \hspace{1cm} (6)$$

$$\hat{\phi} = -\tan^{-1}\left|\frac{\hat{\gamma}}{\hat{\beta}}\right| \text{ if } \hat{\gamma} > 0 \text{ and } \hat{\beta} \geq 0$$

$$= -\pi + \tan^{-1}\left|\frac{\hat{\gamma}}{\hat{\beta}}\right| \text{ if } \hat{\gamma} \geq 0 \text{ and } \hat{\beta} < 0$$

$$= -\pi - \tan^{-1}\left|\frac{\hat{\gamma}}{\hat{\beta}}\right| \text{ if } \hat{\gamma} < 0 \text{ and } \hat{\beta} \leq 0$$

$$= -2\pi + \tan^{-1}\left|\frac{\hat{\gamma}}{\hat{\beta}}\right| \text{ if } \hat{\gamma} \leq 0 \text{ and } \hat{\beta} > 0$$  \hspace{1cm} (7)

where

$$\hat{\beta} = \frac{2}{N} \sum_{i=1}^{N} \cos(\theta_i)x_i \text{ and }$$

$$\hat{\gamma} = \frac{2}{N} \sum_{i=1}^{N} \sin(\theta_i)x_i.$$  \hspace{1cm} (8)

The probability that the amplitude ($A$) is significantly different from zero can be calculated by the $F$ distribution with 2 and $N-3$ degrees of freedom because

$$\frac{N(\hat{\beta}^2 + \hat{\gamma}^2)}{4 \hat{S}^2} \approx F_{2,N-3},$$  \hspace{1cm} (10)

where $\hat{S}^2$ is the residual variance computed as:

$$\hat{S}^2 = \frac{\sum_{i=1}^{N} \{x_i - [\hat{M} + \hat{A} (\cos \phi \cdot \cos \theta_i - \sin \phi \cdot \sin \theta_i)]\}^2}{(N - 3)}.$$  \hspace{1cm} (11)

Figure 9 shows the educed rhythm of systolic blood pressure of a woman along with a cosine wave fitted by the least squares method. In agreement with the impression obtained
from visual inspection, statistical testing reveals that the amplitude of the fitted wave is significantly greater than zero (as indicated by the fact that the 95% confidence interval of the amplitude, shown at the peak, does not overlap the MESOR). This demonstrates that the data conform to about a 24-h rhythmic pattern. Notice that this data set constitutes an educed rhythm with non-equidistant observations, which could not be easily assessed by Fourier analysis.

The cosinor procedure can also be particularly suitable for the detection of rhythmicity in cross-sectional studies, which are very common in the investigation of molecular mechanisms of circadian rhythms. In these studies, small groups of animals are killed at intervals of several hours for collection of tissue, so that only educed rhythms can be analyzed. Figure 10 shows the results of a typical study in which groups of three mice (Mus musculus) were killed at 4-h intervals for the measurement of transcriptional activity of the per1 gene in the liver and testis. The cosinor procedure provides quantitative support for the conclusion that the per1 gene is expressed rhythmically in the liver, whereas a similar conclusion cannot be reached in the case of the testis.

Unless a step function is used instead of cosine curves, data whose measurement scale is not numerical (i.e. not in interval or ratio scales) are best analyzed as tallies over a given interval chosen judiciously to avoid problems related to quantization, as illustrated for the suicide data in Figure 6(A). Alternatively, the frequency distribution of nominal data could be tested for uniformity by standard non-parametric statistical tests such as the Kolmogorov–Smirnov test (Kanji 1993; Siegel 1956). Similarly to the ANOVA, however, the Kolmogorov–Smirnov test can satisfactorily accept the absence of a prominent circadian rhythm if the null hypothesis is retained, but it cannot demonstrate the existence of any particular rhythmicity when the null hypothesis is rejected. Another problem related to this kind of data is that endpoints derived from most approaches are likely to be real rather than integer numbers, rendering some interpretation of the results problematic. Conversion of incidence data to rates of occurrence may avoid this difficulty.
The increase in computer availability in the last 20 years has made it possible to bypass the least-squares regression procedure and to perform curve fitting by iteration, an approach not recommended when the same progress in computer power makes it easily feasible to fit periodic regressions exactly. When focus is limited to a single component, computer programs can derive the empirical mean and amplitude of the time series, generate multiple cosine curves for all possible phase angles, and identify the curve that approximately best fits the data as the one that produces the smallest sum of squares of the deviations between

Figure 10. Expression of the per1 gene in liver and testis of mice. Each data point corresponds to the mean (± SE) of three mice. The dashed lines indicate the overall means for the whole data sets. The rectangles denote the width of the 95% confidence intervals of curve fitting. The confidence interval overlaps the mean in the testis but not in the liver. Data from Yamamoto et al. (2004).
iterated cosine functions and the raw data (e.g. Ceriani et al. 2002; Piccione et al. 2005). The quotient between the sums of squares (or mean squares) of the best- and worst-fitting curves can then be used as an index of strength of rhythmicity whose sampling distribution has been empirically determined (Refinetti 2006a). This procedure has been used much less often than the standard cosinor procedure and is a less desirable option reserved for investigators who wish to avoid the least-squares regression procedure. Its main disadvantages are its lack of mathematical formalism, its approximate nature, notably for non-equidistant data, and its lack of straightforward generalization to multiple components.

The single cosinor approach, which consists of fitting by least squares one or several cosine curves with or without polynomial terms to an individual time series (whether the data are serially-dependent or serially-independent as to individuals and/or as to the environment), has been complemented by the population-mean cosinor method that provides a summary of results from three or more individuals (Bingham et al. 1982; Halberg et al. 1967). This procedure tests for similarity of individual results. The underlying statistics are those of multivariate averaging, making it possible to derive inferences generalizable to the population, provided the individual series represent a random sample of that population.

In Minnesota, the cosinor has been extended further to a chronobiological serial section (Halberg et al. 1965). Halberg (1969) illustrates the use of a serial section based on the single and population-mean cosinor procedures to quantify, with their uncertainties, phase drifts and phase shifts in mice and humans, respectively. Further extensions were to a serial section on a serial section (Arbogast et al. 1983), to an estimate of the uncertainty for the period (Bingham et al. 1984), and to a gliding spectrum (Nintcheu-Fata et al. 2003), all used in combination with linear-nonlinear rhythmometry (Rummel et al. 1974).

**Rayleigh test**

In some research situations, the only data that can be collected are the times at which certain events occur. In the absence of an estimate of amplitude, the Rayleigh test can be very helpful. The test was developed by John William Strutt (Lord Rayleigh) in the early 1900s (Strutt 1919) and is described in various circular-statistics books (Batschelet 1981; Mardia 1972). Its purpose is to determine whether there is directionality of distribution within a circle (i.e. from 0 to 2π, or 0 to 360°). Because a clock can be considered as a circle (with 24 h corresponding to 2π), the Rayleigh test can be used to test the distribution of times at which events occur. The test corresponds to the population-mean cosinor in which all individual amplitudes are set equal to 1.

For a series of trigonometric angles \( \theta_i \) (for \( i = 1 \) to \( N \)), which correspond to the observed times \( t_i \), the Rayleigh statistic \( nR^2 \) can be computed as:

\[
nR^2 = \frac{1}{N} \left[ \left( \sum_{i=1}^{N} \cos(\theta_i) \right)^2 + \left( \sum_{i=1}^{N} \sin(\theta_i) \right)^2 \right].
\]  

(12)

Statistical significance can be determined by reference to the \( \chi^2 \) distribution because \( 2 \times nR^2 \) is distributed as \( \chi^2 \) with two degrees of freedom.

As an illustration of the application of the Rayleigh test, consider Figure 11. Female Siberian hamsters (Phodopus sungorus) were maintained in constant darkness from the beginning of pregnancy. Shortly after weaning, the pups were given access to running wheels, so that the phases of their circadian clocks could be determined. The small dark circles
indicate the times of the onsets of activity of the pups (20 pups from five litters). An equal
distribution of onsets illustrated in the abstract by a uniform distribution (as if they occurred
“by chance”) is shown in A; the actual distribution is shown in B. The estimated time of the
activity onset of the dams (time 12 of the LD cycle preceding constant darkness) is indicated
by the arrowhead. The distribution of onsets of the pups (B) seems to be different from a
uniform distribution (A), which suggests previous entrainment of the pups’ rhythms by the
dams. Application of the Rayleigh test confirms the inference ($nR^2 = 8.841$, $p = 0.0001$).
The added computation of a 95% confidence interval for the average phase of the pups
could further determine whether this activity was synchronized in phase as well as in period
with that of the dams. If the activity data had been analyzed quantitatively to also obtain an
estimate of circadian amplitude, a summary by population-mean cosinor could have been
prepared.

Enright periodogram

Another procedure for the determination of circadian rhythmicity, the Enright periodogram,
can be applied when serially-dependent time series with equidistant measurements are
available. Continuous equidistant measurements are very common in controlled laboratory
studies, even though they are rather uncommon in human studies under ordinary conditions,
where self-measurement-based time series are interrupted during sleep, such as those
obtained by autorhythmometry as a feature of self-help in health care.

Proposed by James Enright in the 1960s (Enright 1965), the Enright periodogram
procedure can be thought of as a one-way ANOVA adapted to the test of rhythmicity. The
procedure repeatedly “folds” the long stream of data into segments of different periods and
calculates an index of variability for each one of them. As in the ANOVA, the test of
significance for each putative period in the Enright periodogram could use the $F$ statistic to
compare the between-class and within-class variabilities, thereby testing the null hypothesis of
equality of class means. The implementation developed by Dörrscheidt and Beck (1975) does
use the $F$ statistic. The more popular implementation developed by Sokolove and Bushell
(1978) uses the $\chi^2$ distribution instead. (The $F$ distribution approximates the $\chi^2$ distribution
when the degrees of freedom of the denominator are much greater than the degrees of
degrees of freedom of the numerator.) The Sokolove and Bushell implementation is, therefore, known as
the “chi square periodogram”.

Figure 11. Temporal distribution of activity onsets of Siberian hamster pups a few days after weaning. Each dot
denotes one pup. (A) uniform distribution; (B) actual distribution. The estimated time of the activity onset of the
dams (time 12 of the LD cycle preceding constant darkness) is indicated by the arrowhead. Data from Duffield and
For a data set with $N$ values (i.e. $x_i$ for $i = 1$ to $N$), which can be folded into $K$ blocks of period $P$, the $Q_P$ statistic used in the chi square periodogram procedure is computed as:

$$Q_P = \frac{KN \sum_{h=1}^{P} (M_h - M)^2}{\sum_{i=1}^{N} (x_i - M)^2}$$

where $M_h$ is the mean of $K$ values under each time unit of the period length [$M_h = \frac{\sum x_i}{K}$, for $i = 1$ to $(N-K)$ in $P$ increments], and $M$ is the mean of all $N$ values [$M = \frac{\sum x_i}{N}$, for $i = 1$ to $N$].

Periodograms are constructed by the calculation of $Q_P$ values for various periods within a desired range of periods (say, between 20.0 and 28.0 h for the test of daily rhythmicity). Unless the time series contains more than one rhythmic component, the highest peak in the periodogram corresponds to the estimated true period of the time series. Whether the highest peak is “high enough” can be determined by reference to the $\chi^2$ distribution because $Q_P$ has a probability distribution of $\chi^2$ with $P-1$ degrees of freedom. It should be pointed out, however, that $Q_P$ is distributed as $\chi^2$ only if $K \geq 10$ — that is, if the time series contains 10 or more days of data (Refinetti 1992a, 2004b; Sokolove & Bushell 1978). This does not mean that the computed periods are incorrect if fewer than 10 days are used, but it does mean that the statistical significance cannot be reliably determined in these cases.

Figure 12 shows a 10-day segment of the records of running-wheel activity of a mouse maintained under a 24-h light–dark cycle as well as three periodograms generated by analysis of these data. Visual inspection of the time plot suggests the presence of strong rhythmicity with a period of 24.0 h. The three periodograms support this interpretation. As discussed

![Figure 12](image-url)
later on, the chi square periodogram has been widely used for the determination of rhythmicity under free-running conditions (when the period of the putative rhythm cannot be assumed to be 24.0 h). For those researchers who have not yet used the cosinor procedure to construct periodograms for the determination of circadian period, the procedure can be easily adapted for this purpose. As a matter of fact, a cosinor periodogram may be more sensitive than the chi square periodogram in the detection of circadian rhythmicity. Figure 13 shows the results of tests conducted on sinusoidal data sets (10 days in 6-min intervals) contaminated with different amounts of noise (random oscillation within the range of the data set). The data sets were constructed with periods of 24.0 h and were analyzed by Fourier analysis, by the cosinor procedure, by the Enright periodogram, and by the Lomb–Scargle periodogram. As expected, the significance level of the rhythmicity statistics of the four procedures varied with the signal-to-noise ratio of the data sets, but the cosinor procedure was able to identify significant rhythmicity in noisier data sets than the other procedures. The statistical power of the cosinor was also shown theoretically to be superior to the analysis of variance (Bingham et al. 1993).

**Lomb–Scargle periodogram**

The Lomb–Scargle periodogram is similar to the Enright periodogram in some aspects but has the advantage of allowing the analysis of data that were collected at irregular intervals

![Figure 13. Probability under the null hypothesis ($H_0$) as a function of the signal-to-noise ratio of the data sets for tests of 24.0-h rhythmicity conducted by Fourier analysis, by the cosinor procedure, by the Enright periodogram, and by the Lomb–Scargle periodogram. The horizontal line indicates $p = 0.05$. The cosinor procedure detected significant rhythmicity in data sets with signal-to-noise ratios as low as 0.01 (1% signal and 99% noise).](image-url)
rather than under a protocol with measurements conducted at fixed intervals, say, every 6 min or every hour. It also allows the analysis of data sets that were intended to have equally-spaced observations but that are missing one or more values because of equipment failure or other problems. The procedure is based on N. R. Lomb’s modification of Fourier analysis to accommodate unequally-spaced time series (Lomb 1976). It generally assumes, but does not require, that the rhythmicity conform to a sinusoidal pattern (Bretthorst 2001). The Lomb–Scargle periodogram has been shown to match or surpass Sokolove and Bushell’s implementation of the Enright periodogram in the analysis of circadian rhythms (Ruf 1999), although it has not yet been widely adopted by researchers of circadian rhythms.

For a data set with \( N \) values (i.e. \( x_i \) for \( i = 1 \) to \( N \)) collected at time points \( t_i \), the \( PN \) statistic used in the Lomb–Scargle periodogram procedure is computed as:

\[
PN = \frac{1}{2\sigma^2} \left\{ \frac{\sum_{i=1}^{N} (x_i - M)\cos\left(\frac{2\pi}{P} (t_i - \delta)\right)}{\sum_{i=1}^{N} \cos^2\left(\frac{2\pi}{P} (t_i - \delta)\right)} + \frac{\sum_{i=1}^{N} (x_i - M)\sin\left(\frac{2\pi}{P} (t_i - \delta)\right)}{\sum_{i=1}^{N} \sin^2\left(\frac{2\pi}{P} (t_i - \delta)\right)} \right\}^2
\]

where \( M \) is the mean of all \( N \) values \( (M = (\sum x_i)/N) \), \( \sigma^2 \) is the variance of all \( N \) values \( (\sigma^2 = \sum (x_i - M)^2)/N) \), \( P \) is the period being tested, and \( \delta \) is a term used to adjust the times of unequally spaced data that can be computed as:

\[
\delta = \frac{1}{4\pi P} \tan^{-1} \left[ \frac{\sum_{i=1}^{N} \sin\left(\frac{4\pi}{P} t_i\right)}{\sum_{i=1}^{N} \cos\left(\frac{4\pi}{P} t_i\right)} \right]
\]

The significance level of the periodogram, \( p(PN) \), can be calculated as follows:

\[
p(PN) = 1 - \left(1 - e^{-PN_{\text{max}}}\right)^N
\]

where \( PN_{\text{max}} \) is the largest \( PN \) in the periodogram. An example of a Lomb–Scargle periodogram was shown in Figure 12.

**Parameter estimation**

How one chooses which test of rhythmicity to use is a complex process that will be addressed in the conclusion, after additional elements have been discussed. Regardless of the test used, once an investigator has determined that a data set exhibits circadian rhythmicity, he or she should determine the characteristics of the rhythm. Several data-analysis procedures will compute rhythmic parameters at the same time as they evaluate the existence of rhythmicity, but the two tasks may be thought of separately for didactical purposes.

Ideal rhythmic processes, such as those commonly analyzed by engineers, are fully characterized by four parameters: MESOR (or mean level), period, amplitude, and phase (Figure 14). The mean level (herewith referred to as mesor in a general sense and as MESOR in the context of the cosinor procedure) is the central value around which the oscillation occurs. The period is the duration of a full cycle (that is, the time distance between one peak and the next). The amplitude is half the range of excursion of the cycle with the given period; in a symmetrical oscillation, the amplitude corresponds to the distance between the mesor and the peak (or trough) of the wave. In the case of a non-sinusoidal signal, one can estimate the amplitude of the fundamental component and that of each harmonic term added in the
model to account for the shape of the signal. The excursion of the composite signal (from trough to peak) has been called the magnitude. The phase (or “phase angle”) is the relative angular displacement between the oscillation and a reference angle; in the study of circadian rhythms, the phase of a rhythm is often determined in reference to the environmental light–dark cycle. The phase of the maximal value assumed by the curve is called the acrophase. In the case of a composite model, the phase of the maximum is known as the orthophase (Tong et al. 1977).

The full characterization of biological time series requires two additional elements that generally have not been incorporated into mathematical models used by researchers of biological rhythms: waveform and prominence. Waveform refers simply to the shape of the wave. As diagrammed in Figure 15, biological rhythms (including circadian rhythms) need not have a sinusoidal waveform (A). Instead, they may approximate a square wave (B), a saw-tooth wave (C), or a more complex wave. The prominence of a rhythm refers to its strength and endurance. It corresponds to the proportion of the overall variance accounted for by the signal. It is thus a measure of the signal-to-noise ratio. In the absence of noise, prominence is a measure of the stationarity of a rhythm (Refinetti 2004b). A stationary oscillation is an oscillation whose parameters remain constant over time (that is, the oscillatory pattern is the same regardless of whether we examine the first wave, the second wave, or the millionth wave). Figure 15 exemplifies three cases of non-stationarity: irregular period (D), irregular waveform (E), and linear trend (mesor drift, F). Exact mathematical analysis of rhythmic parameters presupposes that the time series is stationary. Because biological rhythms are not strictly stationary (Refinetti 2004b), they can be analyzed only in an approximate manner. Investigators must be continually alert to possible intermodulations in a broad multi-frequency spectrum of rhythms and yet other interactions with other components of time structures.

**Period**

The period of a rhythm is the duration of a full cycle (that is, the reciprocal of its frequency). Different authors use slightly different notations for period. Here we use $P$ as a generic

![Figure 14. Diagram of an oscillatory process identifying four parameters of the oscillation: mesor, period, amplitude, and phase.](image-url)
abbreviation of period (mainly in computational formulae), \( t \) as the period of an organism, and \( T \) as the period of an environmental synchronizer.

Particularly in the pre-computer era (but still to some extent today), inspection of actograms was a widely used method for computation of the period of circadian rhythms in laboratory studies. An example of an actogram is shown in Figure 5. During the first 22 days, the animal was maintained under a 24-h light – dark cycle, and the period of the activity rhythm matched the period of the light – dark cycle, as indicated by the vertical alignment of the daily onsets of activity. During the following 13 days, the lights were constantly off, which allowed the animal to free-run with its endogenous period shorter than 24 h (as indicated by the drift to the left). How much shorter than 24 h the period is can be determined by linear regression of the onsets against time. Notice that the onsets advance approximately 7 h in 13 days (from 08:30 on day 23 to 01:30 on day 35). This means that, on average, there is an advance of 0.54 h each day. Therefore, the period must be: 24 \(-0.54 = 23.46\) h (23 h

Figure 15. Diagram depicting oscillations with different waveforms (A-C), unstable period (D), unstable waveform (E), and linear trend (F).
With the popularization of computers, a purely graphic method of period determination became feasible. The method of “modulo adjustment” takes advantage of computers to force the actogram to display the data in more convenient ways. In this method, the period of a time series is determined by adjustment of the timescale used to construct the actogram. One will start with the standard 24-h scale and then shorten or lengthen the scale (i.e. reduce or increase the modulus) until the onsets are vertically aligned. The modulus of the timescale that aligns the onsets corresponds to the period of the rhythm. This method relies on visual inspection of the actograms and can, therefore, be affected by human subjectivity. When prominent circadian rhythms are present, however, the method is precise because of the high spatial resolution of the human visual system. The threshold for detection of deviation in the orientation of a test stimulus from vertical is approximately $0.6^\circ$ (Heeley & Buchanan-Smith 1990), which is less than 1 pixel in a standard computer monitor.

Determination of circadian period by inspection of actograms is of limited use not only because of the subjectivity involved in the procedure but also because it does not provide a quantifiable measure of variability associated with the estimated parameter. Relying on a coefficient of linear regression and its confidence interval to obtain a measure of uncertainty for the period is feasible, but it does not account for the fact that there may also be subjectivity in deciding what is activity onset in some records. In addition, the procedure is based solely on onset times, and, therefore, ignores most of the data in the time series. As alternatives, numerous numerical procedures for the determination of circadian period have been developed or adapted from general time series tools, including serial autocorrelation (Eijzenbach et al. 1986; Halberg 1960; Hassnaoui et al. 2000; Lumineau et al. 1998; Mormont et al. 2000), inter-onset averaging (Albers et al. 1981; Diambra et al. 2002; Rao & Sharma 2002), iterative harmonics (Klemfuss & Clopton 1993), acrophase counting (Refinetti 1991), singular value decomposition (Kanjilal et al. 1999), and nonlinear multiple components analysis (Alonso & Fernández 2001; Cornélissen & Halberg 2005; Halberg 1980; Rummel et al. 1974), culminating in linear-nonlinear rhythmometry (Halberg 1980). In the case of a single component, a confidence interval for the period estimate obtained by the three periodogram procedures discussed above (the Fourier periodogram, the Enright periodogram, and the Lomb–Scargle periodogram) can be determined by the intersection of the chosen level of significance with the envelope of the periodogram around the peak, as outlined in Bingham et al. (1984) for the cosinor. The basic cosinor procedure with one component can also be used for linear regression of phase or for the construction of a periodogram based on cosinors of a series of pre-selected periods, although this possibility has not been generally recognized (Klemfuss & Clopton 1993). The extended cosinor procedure indeed has been widely used in the analysis of broad-spectrum rhythmicity as assessed by a linear-nonlinear approach (Halberg 1980; Halberg et al. 1965; Rummel et al. 1974).

Historically, a comparison of six methods of circadian period determination (not including the multiple-components cosinor) found that the Enright (chi square) periodogram presented the best combination of accuracy, tolerance to waveform irregularity, and tolerance to noise (Refinetti 1993). A later comparison of the Lomb–Scargle periodogram with the Enright periodogram found that the two methods were equivalent, with a slight advantage for the Lomb–Scargle periodogram (Ruf 1999). Yet, both the Enright periodogram (Dörrscheidt & Beck 1975; Refinetti 1993) and the Lomb–Scargle periodogram (Schimmel 2001; Van Dongen et al. 1999b) are susceptible to artifacts. The most common and perhaps most serious problem is the detection of harmonics that do not actually exist in the data (consider Figure 16). Artificial data sets of square waves with periods of 12, 24, and 48 h were constructed and then analyzed by the chi square periodogram ($Q_P$) and the Lomb–Scargle periodogram ($PN$). Periods were evaluated in a broad circadian range of 14–34 h. Notice
that the chi square periodogram identified a large 24 h component in the data set that contained only a 12-h square wave. Both methods correctly identified the 24-h component of the 24-h wave, although the Lomb–Scargle periodogram underestimated the strength of the 24-h component and erroneously identified other smaller components (arrows). When analyzing circadian rhythms, one must verify that the data set does not contain harmonic oscillations that might be responsible for the appearance of a peak in the circadian range (such as the false alarm of the chi square periodogram for the 12-h wave in Figure 16). This precaution may not be necessary when circadian rhythmicity is much stronger than ultradian and infradian components. If an ultradian peak is smaller than the circadian peak, one can safely interpret both peaks as being legitimate. Nonetheless, caution should always be exerted, and examination of the entire spectrum is recommended in the initial stages of data analysis. As pointed out in the Introduction, circadian oscillation is only one of many oscillatory processes in organisms.

The issue of resolution in the determination of circadian period must be addressed in some detail. Looking back at Figure 12, one may have the impression that the Fourier periodogram has lower resolution in the circadian segment of the spectrum than do the Enright and Lomb–Scargle periodograms, as it contains only four data points in the range 20–28 h. This

![Figure 16. Artificial data sets of square waves with periods of 12, 24, and 48 h (left column) and their analyses by the chi square periodogram (QP) and the Lomb–Scargle periodogram (PN). The dashed lines in the periodograms indicate the 0.001 level of significance. The chi square periodogram identified a large 24 h component in the data set that contained only a 12-h square wave. Both methods correctly identified the 24-h component of the 24-h wave, although the Lomb–Scargle periodogram erroneously identified other smaller components (arrows). The chi square periodogram correctly failed to identify circadian rhythmicity in the 48-h wave, whereas the Lomb–Scargle periodogram identified a small 16-h component (arrow), which corresponds to the third harmonic of the 48-h component.](image-url)
apparent lack of resolution was a major argument for the introduction of the Enright periodogram (Enright 1981). As exemplified in Figure 17(A, B), however, the region of uncertainty of the Enright periodogram is just as wide as that of the Fourier periodogram. The resolution of a periodogram is dependent on the length of the time series, not on the particular procedure used for analysis. Figure 17(C) shows that the resolution of a periodogram is not even dependent on the density of the data, although the power of the statistical test of significance is greater when the density of the data is greater.

The argument about low resolution of Fourier analysis is in actuality an argument about visualization of the periodogram peaks. As exemplified in Figure 18(A), it is easier to visualize the resolution of two relatively close components of a time series in the Enright and Lomb–Scargle periodograms than in the Fourier periodogram. If desired, visualization of peaks in the Fourier periodogram can be enhanced by repeated analyses using shorter and longer
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Figure 17. Periodograms describing sinusoidal time series with periods of 24 h. Fourier analysis (A) and chi square periodogram (B) were used to analyze segments of a time series generated with temporal resolution of 6 minutes. Notice that greater resolution of analysis is attained for longer segments of the time series. Lomb–Scargle periodogram (C) was used to analyze 10-day segments of times series generated with different temporal resolutions. Notice that statistical power (as indicated by the fraction of the curve above the significance line), but not resolution of analysis, is greater when the resolution of the data is greater. Notice also that the level of the line indicating statistical significance changes as a function of the number of degrees of freedom, which increases with the number of data available as the sampling interval gets shorter.
segments of the data set. Another way to proceed is to multiply the data by a complex function to estimate the envelope in (sin \(x\))/\(x\) related to the rectangular window corresponding to the observation span, a technique that is known as “harmonic interpolation” (De Prins et al. 1981) and is equivalent to the estimation of parameters (amplitude and phase) not only at integer but also at fractionated spectral lines (Cornélissen & De Prins 1973). Of course, visualization cannot be enhanced beyond the resolution of analysis. Figure 18(B) shows that all three methods of periodogram analysis fail to identify separate components of 23.5 h and 24.5 h in a 10-day long time series; instead, all three exhibit a single peak at 24.0 h.

The data set depicted in Figure 19 provides material for a more detailed discussion of the issue of resolution in the determination of circadian period. The data set was constructed by the addition of a 24.0-h sinusoidal signal, a 24.8-h sinusoidal signal with one-fifth the amplitude of the 24.0-h signal, and some noise. Casual inspection of the figure reveals the presence of only the 24.0-h component — and, indeed, only the 24.0-h component is identified by Fourier analysis, by the Lomb–Scargle periodogram, or by the Enright periodogram, as seen in Table II. Closer inspection, however, allows visual identification of a second component because of the reduction in amplitude in the apparently single 24.0-h component. In order to numerically identify the two distinct components, a recursive procedure with selective filtering of shorter and longer periodicities would be needed (Table II). Alternatively, a combined linear–nonlinear procedure based on the cosinor method has been proposed for the resolution of neighboring components in physiological data and has been shown to successfully resolve components of 24.0 h and 24.8 h (Halberg 1980; Rummel et al. 1974), as noted in Table II. The procedure of simulated annealing, originally developed for the solution of optimization problems in complex nonlinear systems (Cerny 1985; Kirkpatrick et al. 1983), can also resolve the two components (Czaplicki et al. 2006). Likewise, maximum entropy spectral analysis (MESA) has been shown to resolve 24.0-h and 24.8-h components in an artificial data set with 80% added random noise (Dowse & Ringo 1991), as it was with the extended linear–nonlinear cosinor (Halberg 1980; Rummel et al. 1974).
The example in Figure 19 has value other than purely didactic, as the influence of both circadian and tidal components can be observed in the locomotor activity of fiddler crabs, 24.8 h corresponding roughly to twice the tidal period (Barnwell 1968).

Resolution within the circadian range may not be a major issue when the time series contains only one circadian component. It can become an issue, however, when more than one component is present – because the components cannot be resolved if the resolution of the analytical procedure is inadequate. The simultaneous presence of two circadian components (that is, two oscillatory processes with different periods) has been described in various experimental situations, including that of humans subjected to an activity routine with

![Figure 19. An artificial data set lasting 14 days with hourly observations. The data set, which contains a large 24.0-h component and a smaller 24.8-h component, was constructed according to $Y_i = 100 + 10 \cos \left( \frac{2\pi i}{24} \right) + 2 \cos \left( \frac{2\pi i}{24.8} \right) + 5 R$, where $i = 1, \ldots, 336$ ($\Delta t = 1$ h) and $R$ is uniformly distributed with zero mean and range $= 1 \ (\pm 0.5)$.](image_url)

**Table II.** Comparison of methods applied to a noisy test series with two components with close periods (24.0 and 24.8 h).a

<table>
<thead>
<tr>
<th>Method</th>
<th>Components detected</th>
<th>Period (h)</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Fourier analysis</td>
<td>1</td>
<td>23.93</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>2 Lomb–Scargle periodogram</td>
<td>1</td>
<td>24.00</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>3 Enright periodogram</td>
<td>1</td>
<td>24.00</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>4 Linear cosinor</td>
<td>1</td>
<td>24.00</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>5 ARIMA.MLE in SPLUSb</td>
<td>1</td>
<td>24.00</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>6 Recursive Lomb–Scargle periodogramc</td>
<td>2</td>
<td>24.0, 24.8</td>
<td>&lt; 0.05</td>
</tr>
<tr>
<td>7 Nonlinear cosinor</td>
<td>2</td>
<td>23.97 (23.83, 24.10)</td>
<td>&lt; 0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>24.63 (24.04, 25.21)</td>
<td>&lt; 0.05</td>
</tr>
<tr>
<td>8 Simulated annealing</td>
<td>2</td>
<td>23.96 (23.89, 24.03)</td>
<td>&lt; 0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>24.6 (24.3, 24.9)</td>
<td>&lt; 0.05</td>
</tr>
</tbody>
</table>

aThe test series is shown in Figure 19.
bStructure of residuals found to be correlated and modeled with an ARMA (1,1) model, with AR coefficient = 0.78 (0.49, 0.89) and MA coefficient = 0.54 (0.23, 0.75).
cAnalysis was first conducted on the raw data set and identified a major peak at 24.0 h. The data were then subjected to a 24.0-h moving-average filter and analyzed again. The second analysis identified a small peak at 24.8 h.

1974). The example in Figure 19 has value other than purely didactic, as the influence of both circadian and tidal components can be observed in the locomotor activity of fiddler crabs, 24.8 h corresponding roughly to twice the tidal period (Barnwell 1968).
period distinct from the endogenous period (Simpson et al. 1970), that of laboratory animals subjected to conflicting environmental synchronizers (Jilge & Stähle 1993), and that of animals with surgically-created “chimeric” brains (Vogelbaum & Menaker 1992). Depending on the length of the data set and on the difference in period between the components, resolution of the individual components in these cases may require one of the high-resolution methods mentioned above (recursive periodogram, linear-nonlinear cosinor, simulated annealing, or MESA). Whenever possible, entire time structures (chronomes) should be assessed.

MESOR and amplitude

The mean of a time series, as the mean of any set of data, is a measure of the “central tendency” of the data — that is, a measure of the point of balance of the distribution of values. Three traditional indices of central tendency are the mode, the median, and the mean. The three endpoints are based on different properties of the distribution and are numerically distinct unless the distribution is symmetrical. The mean — more specifically, the arithmetic mean \[ \mu = (\Sigma x_i)/N \] — is by far the most commonly used measure of central tendency in statistics, as well as in the analysis of circadian rhythms. When the data points are not equidistant in time (\( \Delta t_i \neq k \)) and/or when they do not cover an integer number of cycles, however, the arithmetic mean differs from the average value that would be obtained in the balanced case and may, therefore, not be a good measure of central tendency. In this case, a rhythm-adjusted mean (such as the MESOR in the cosinor method) is usually more appropriate unless the data are insufficiently sampled, bringing about gross over-fitting. The MESOR is usually more accurate and more precise than the mean when the data points are unequidistant, as illustrated in Figure 20, unless there is excessive over-fitting.

![Figure 20](image-url)
Trigonometrically, amplitude is defined as “one-half the distance between the greatest and least values of a periodic function” (Morris 1992). Terminology used in relation to the cosinor method follows the trigonometric definition of amplitude of a rhythm in terms of the parameters of the fitted curve. The amplitude of a circadian rhythm has been defined by some scholars as half the range of excursion \[ A = (x_{\text{max}} - x_{\text{min}})/2 \]. These investigators of circadian rhythms compute the amplitude simply as half the difference between maximum and minimum. When the maximum and minimum are computed as class means rather than as the two most extreme values in the data set, the spurious influence of unusual values (outliers) may be reduced, although the extent of reduction remains subjective, depending on the chosen class size. Naturally, empirical determinations of amplitude lack the uniformity of determinations based on fitted curves. The amplitude determined from a fitted curve is usually numerically smaller than the amplitude computed from the absolute difference between \( x_{\text{max}} \) and \( x_{\text{min}} \). Regardless of how the amplitude is calculated, some investigators prefer to use the range of excursion (and sometimes even refer to it, erroneously, as the amplitude of the rhythm). The “double amplitude” of a fitted curve is more reliable than the range of excursion because it tells what the likely reproducible boundaries of the oscillation are (the double amplitude and magnitude represent the extent of predictable change within a cycle). The double amplitude of the fitted curve is of great utility in recognizing an elevated vascular disease risk (Cornélissen et al. 2000, 2004; Halberg et al. 2002).

**Phase**

Although the concept of phase, like amplitude, is well defined trigonometrically, some circadian physiologists have misused it in a variety of ways. A rather crude determination of the phase of a rhythm can be carried out by simply comparing the mean value of the variable during the light phase of the light–dark cycle with the mean value during the dark phase. In many species, this provides the basis for a dichotomous classification of diurnal (higher value during the light phase) or nocturnal (higher value during the dark phase). For precise data analysis, specialized methods are needed. Two methods have been traditionally used for computation of the phase of a rhythm. The traditional “macroscopic” method in laboratory studies with animals is a very simple method based on the actogram. As previously pointed out in connection with Figure 5, inspection of actograms provides an immediate subjective determination of the phase of the rhythm. Most often, the daily onsets of activity are used as phase markers (Daan & Pittendrigh 1976; Grosse et al. 1995; Nelson & Takahashi 1991), although the “offsets” can be used as well (Elliott & Tarmarkin 1994; Meijer & De Vries 1995; Vansteensel et al. 2003). The onset of activity is designated circadian time zero (or CT 0) in diurnal animals and circadian time twelve (CT 12) in nocturnal animals. After computers became standard research laboratory equipment, it became possible to use automated computational algorithms to determine the onset times (Herzog et al. 2004; Klemfuss & Clopton 1993; Scarbrough & Turek 1996). Different authors have used different algorithms, but the general principle involves the detection of the beginning of a more or less consolidated interval of activity following an interval of rest within each circadian or 24-h cycle.

An objective method that yields an endpoint amenable to comparison by parameter tests is the cosinor, based on the fitting of a cosine curve to the data by least squares regression (Bingham et al. 1982). The phase of the peak of the fitted curve is called the acrophase (\( \phi \)) and serves as a convenient phase marker of the rhythm. The phases of the peak and trough of a composite model including harmonic terms are called the orthophase and bathyphase, respectively. In the single-component model described by Equation 5, \( \theta \), and \( \phi \) can be expressed in radians (or degrees) as well as in clock hours, although it is preferable to express
phases in degrees or radians at first, since expressing angles in hours can be quite confusing for non-24-h components. When using clock hours, $\theta_i$ is entered as $(2\pi t_i)/P$, where $P$ is the pre-selected period of the rhythm (usually 24 h, unless the subject is free-running or synchronized to a non-24-h environmental cycle) and $t_i$ is the time of each observation (in clock hours). The computed acrophase ($\phi'$) can be converted back from radians to hours ($\phi''$) by the operation $\phi'' = (-P/2\pi)\phi'$. Cosine fits by iteration produce similar but most likely not identical values of $\phi$ as the cosinor method.

Figure 21 exemplifies the use of a moving cosinor in the analysis of phase-shifting of circadian rhythms in oral temperature following transmeridian flights in two directions. The shaded 95% confidence intervals serve to remove some of the subjectivity in looking for details of adjustment. Thus, after a first flight from east to west, involving a social/environmental synchronizer delay, the adjustment is faster than that following a flight from west to east involving synchronizer advance. Note that the addition of 95% confidence limits allows an objective definition of the start of shift in each direction. Thus, the 95% confidence interval overlaps the target phase within one day after a flight from west to east, whereas it takes six days after the return flight for the 95% confidence interval to overlap the original phase, as shown in black in the horizontal bars. By the same token, as shown in gray, the completion of the shift also differs depending on the direction of the flight. The provision of uncertainties during a shift also allows detection of the direction of shift by an estimation of confidence limits that for quite a while, in the case of a phase advance, overlap neither the target nor the original phase. The opportunity of removing some subjectivity from assessing adjustment has broad implications in shift-work as well as after any adjustment following changes in schedule, transmeridian, transequatorial or other.

Whether the onsets of activity or the peaks of a fitted function are used as phase markers, the occurrence of day-to-day variability in the waveform of circadian rhythms ordinarily requires that estimates of phase not be made on the basis of individual data points. Estimates of phase can be attained by linear regression of daily onsets over several days or, more accurately, by the acrophase (or orthophase) of fitted curves. A valuable feature of the cosinor procedure is that it yields at once all rhythm parameters — MESOR, amplitude(s), and acrophase(s) — along with confidence intervals, routinely obtained independently of the number of components included in the model. When a composite model with $k$ cosine curves is fitted to the data, all $2(\kappa + 1)$ parameters are estimated concomitantly, each with a 95% confidence interval.

The acrophase and amplitude of the single-component cosinor model are often reported in a polar representation of the results, which allows the simultaneous presentation of phase and amplitude, as illustrated in Figure 22. The triangles around the perimeter indicate time in degrees of arc ($360° = 2\pi$), whereas the outermost ring indicates time in clock hours or in other pertinent units of time, depending on the circadian period and the problem at hand. The next ring indicates the partition of the light – dark (or wake – sleep) cycle, and a third ring is provided for the depiction of an additional synchronizing agent, if needed. The acrophase ($\phi$) is indicated by the angle of a vector whose length corresponds to the amplitude ($A$). The ellipse denotes the 95% confidence region for the joint estimation of $\phi$ and $A$. The advantage of polar displays is that the extent of rhythm detection is readily conveyed, as is the timing of overall values in relation to one or several environmental synchronizers. When polar displays are used to report results from more than one subject or more than one variable, they also readily convey the relative prominence and any phase difference or extent of agreement among the results.

When phase is expressed in hours, special denominations are often used to emphasize the relationship with the prevailing environmental synchronizer. In laboratory studies involving
light–dark cycles as synchronizers, the expression “hours after light onset” (HALO) is often used. Equivalent, but also applicable to nonphotic synchronizers, is “zeitgeber time” (ZT). By definition, ZT 0 and 0 HALO correspond to the time of lights on, so that, for instance, ZT 15.5 or 15.5 HALO refer to the time point temporally located 15.5 h after the lights are turned on. Although the expression zeitgeber (from the German Zeit [time] and geber [giver]) is equivalent to “synchronizer”, some authors prefer the HALO designation to prevent a

Figure 21. Analysis by a moving cosinor of phase-shifting of circadian rhythms in oral temperature of five healthy adult white males following transmeridian flights in two directions. Adapted from Halberg (1969).
potential misinterpretation of “time giver” as “time generator” (that is, synchronizers are clock-time or calendar-time givers but not physiological-time givers).

The HALO and ZT denominations are particularly helpful when the period of the light–dark cycle is different from 24 h. Under these conditions, the HALO and ZT denominations allow for easy correction of the duration of each hour. Thus, under a 28-h light–dark cycle, ZT 15.5 or 15.5 HALO still refer to 15.5 synchronizer hours after light onset, even though this point in time corresponds to 18.1 clock hours after light onset. When 24-h light–dark cycles are used, the HALO and ZT denominations are very useful if the light–dark cycle is not synchronized with local time or if local time is not relevant to the study. In field studies, the use of local time is quite appropriate (e.g. “tests were conducted at 1530 hours [3:30 pm]”), although it is essential to give the calendar date of each study so that any environmental disturbance, such as an extreme magnetic storm or quiet, can be looked up from routinely recorded physical databases, preferably from the nearest geomagnetic station since there can be geographic differences in environmental effects (Halberg et al. 2006).

Waveform

An important characteristic of circadian rhythms is the waveform. Waves A and B in Figure 15 have the same mesor, same magnitude, same phase (on average), and same period. Yet, they are clearly different from each other. Their waveforms are different: A is sinusoidal and B is square. Scholars of circadian clocks have given very little attention to the issue of characterizing the waveform of rhythms. In principle, one could obtain a quantitative

Figure 22. Polar representation of the amplitude and acrophase of a rhythm, as computed by the cosinor method. The acrophase (\( \phi \)) is indicated by the angle of a vector whose length corresponds to the amplitude (A). The ellipse denotes the 95% confidence region for the joint estimation of A and \( \phi \). Conservative estimates of 95% confidence intervals for A and \( \phi \) alone can be obtained by drawing concentric circles tangent to the error ellipse for A, determining their intersection with the vector's length (A), or by drawing tangents to the ellipse for \( \phi \).
description of waveforms of circadian rhythms by comparing the various rhythmic components revealed by spectral analysis, in such a way that the spectral profiles would serve as tools for “rhythm finger-printing”. This has rarely been attempted in the field of time-macroscopic clocks, even if waveform is routinely taken into consideration in extended cosinor analysis in inferential statistical chronobiology. One issue that has received some attention is how the complexity of waveforms affects the computation of phase.

Within the framework of the single cosinor method, the waveform is defined by the harmonic content, that is, by the amplitude – acrophase pairs of all harmonic terms included in the model to account for the non-sinusoidality of the signal. In the cosinor method as well as in other methods, each added harmonic improves the fit (Albert & Hunsberger 2005; Almirall 1997; Alonso & Fernández 2001; Bingham et al. 1982; Cornélissen & Halberg 2005; Ruf 1996), and the decision about which harmonic term to include in the model can be based on the zero-amplitude test applied to each term as well as to the overall test of significance for the model as a whole. In the cosinor method, the use of multiple harmonics illustrates how the addition of each harmonic term modifies the estimation of the phase of maximum (acrophase and orthophase) as well as the estimation of the extent of predictable change within a cycle (double amplitude and magnitude) (Tong et al. 1977).

Composite models are necessary to provide a better description of a non-sinusoidal signal. This does not mean, however, that the multiple components identified by the model correspond to separate physiological processes. Some researchers have argued that the addition of harmonics is often arbitrary (Wang et al. 2003), which it must not be if the addition is made systematically stepwise, with the use of a harmonic term retained only when it reduces the residual variance with statistical significance. Even when the harmonic terms lack physiological meaning (Refinetti 2006a), they may serve to mathematically define a waveform, such as that of a circadian rhythm and its alteration in disease (Otsuka et al. 1997). The zero-amplitude test can be used to determine objectively whether a given harmonic term should be included in the model, that is, whether it contributes with statistical significance to the characterization of the waveform. The use of terms such as “circasemidian” to specifically refer to the 12-h component should not be viewed as meaning that it is necessarily an independent physiological entity not tied to the circadian waveform. It merely helps quantify changes in waveform such as those seen as a function of age in the case of blood pressure, for instance, where the relative prominence of the 12-h over the 24-h component of the circadian signal is seen in the elderly (Cornélissen et al. 1992), likely a feature of the aging process itself. A change in relative prominence between the 24-h and 12-h component of the circadian variation in the correlation dimension of (electrocardiographic) R–R intervals has also been observed as a feature of pathology, the 12-h component being more pronounced in patients with coronary artery disease than in clinically healthy subjects (Otsuka et al. 1997). Additional terms have been coined, such as “circaseptan”, “circasemiseptan”, “circatrigintan”, “circasemiannual”, and many others, for physiologically important components that all can be assessed in longitudinal series (Halberg 1969, 1995; Halberg et al. 2001; Hildebrandt & Bandt-Reges 1992; Hildebrandt et al. 1998). The chronome, as a time structure consisting of trends, rhythms and chaos, is best always considered as a whole, even when the data are limited to 24 h in the case of a circadian rhythm but are dense enough to assess endpoints of chaos such as the correlation dimension (Otsuka et al. 1997). In a clinical situation, an approach to a broad time structure (chronome), assessed first by focus on chaos by computation of the correlation dimension, can reveal that a primarily 24-hour circadian variation in clinical health assumes an altered circadian waveform characterized in addition by a statistically significant 12-h harmonic in patients with coronary artery disease (Otsuka et al. 1997).
Normally, even when a composite model is used to assess a non-sinusoidal waveform, the phase of the fundamental component remains a good operational phase marker. Thus, if the waveform is non-sinusoidal but only a single component is used, the acrophase of the single component can provide an operational phase marker.

Prominence

A sixth feature that characterizes circadian rhythms is their prominence. Prominence refers to what is known in common English as robustness: a prominent or robust process is a process that is strong and enduring (Kellerman 1986). The term robustness was occasionally used by circadian researchers in the past to denote the strength of a rhythm (Cheng et al. 2001; Gonze et al. 2002; Refinetti et al. 1994; Weinert et al. 2001). In traditional statistical usage, however, a robust procedure is a procedure that is relatively insensitive to violations of the assumptions on which it is based (Morris 1992). Thus, we prefer the term prominence to refer to the strength and endurance of a rhythm, as a measure of the signal-to-noise ratio, as discussed above.

Because circadian rhythms are not strictly stationary (Refinetti 2004b), and because the use of most methods of time series analysis implies the assumption that the oscillatory process under study is stationary, one might argue that no time series analysis of circadian rhythms is reliable. From the viewpoint of mathematics, the argument would probably be correct. From a physiological perspective, the inaccuracy of the procedures may not be greater than that resulting from usual “biological noise”. An alternative procedure for handling the non-stationarity of circadian rhythms is the wavelet transform, which was developed specifically to handle non-stationary time series (e.g. Percival & Walden 2000). Wavelet methods have been applied to the study of circadian rhythms (Wulff et al. 2003). Their usefulness in this area awaits comparisons with other methods.

In order to quantify rhythm prominence, Halberg introduced the concept of “percent rhythm” — the percentage of the variance accounted for by the fitted cosine model, which corresponds to the coefficient of determination $R^2$ in regression analysis (Halberg et al. 1973). Currently, gliding spectra of the percentage rhythm serve to examine the time course of the relative prominence of various components in a spectral window (Halberg et al. 2006). Other authors have used the $Q_P$ statistic of the chi square periodogram to quantify rhythm prominence (Eastman & Rechtschaffen 1983; Refinetti et al. 1994; Weinert et al. 2001). As an index of prominence, the $Q_P$ value is sensitive to noise in the data set. It can be improved by the filtering out of noise prior to analysis (Refinetti 2004b). Of course, one could always question whether biological noise is true noise (i.e. stochastic variation) or rather a component of deterministic chaos (Casdagli 1991; Stark & Hardy 2003; Gonze et al. 2004). A resolution of this issue is desirable since it has proved already to be of clinical (Otsuka et al. 1997) and physiological (Burioka et al. 2001) interest and will become more readily feasible once dense data become routinely available.

The issue of noise-filtering requires further elaboration. High frequency oscillations (such as the spikes in the activity records in Figures 8 and 12) can be removed, if necessary, by the simple method of moving averages (Refinetti 1992b). More elaborate methods of noise-filtering (smoothing) may be used when needed (e.g. Haerdle & Schimek 1996). In procedures such as the cosinor, high frequency oscillations are generally inconsequential because they are eliminated by the curve-fitting procedure itself. Of course, elimination of high frequency oscillations is acceptable only if the investigator deems them to be unimportant. Programs have been specifically developed to deal with spikes corresponding, for instance, to the episodic bursts of hormonal secretion (Veldhuis & Johnson 1994).
Whereas similar results in the ultradian domain have been obtained with these programs and with a cosinor-based approach in the case of children’s nocturnal melatonin (Salti et al. 2000), it would be interesting to further compare the relative merits of the two approaches.

Sometimes, malfunction of the recording equipment may generate spurious data points. If the spurious data points are few, and the errors are of small magnitude, their influence will usually be negligible in most approaches considered here. One option, not always advisable, is to filter them out by the moving average procedure. If the errors are large (say, a body temperature reading of 100°C when all other readings are in the 35 to 39°C range), the single spurious value may skew all rhythm parameters. In this case, it may be necessary to reject the spurious value. When the number of data points is large, leaving the rejected point as a missing value will introduce the least amount of bias. For methods requiring equidistant data, the spurious value may be replaced by linear or other (e.g. spline) interpolation. This approach is often acceptable provided that there are only isolated outliers and there is enough evidence that the outlying values are indeed invalid data. If the data set contains too many spurious points, the best approach is to discard the whole data set and redo the experiment. This cannot be done invariably in a clinical setting where an urgent decision for therapy may be needed. It may be more efficient to use more than a single method, with all the indispensable precautions that apply to all methods. Data conditioning may be employed (Levine et al. 2002). Caution should always be taken to verify that outlying and/or missing values are not valid data and that they are randomly distributed. If this is not the case and there is an underlying pattern associated with outliers and/or missing values, interpolation may actually “create” periodicities. The huge and multifaceted problem of outlier detection and handling has its own literature. In the case of temperature telemetry, it was examined by one of us (Cornélissen 1984).

Figure 15(D–F) showed theoretical examples of non-stationary rhythms. Under stable conditions, cycle-to-cycle variation in circadian period (D) is usually not a problem along the timescale of days. For instance, studies of intra-individual variability of the free-running period of activity in laboratory animals have generally found the variability to be of the order of only 0.1 h (DeCoursey 1960; Eskin 1971; Pohl 1983; Sharma 1996). In a study that examined also differences among individuals, inter-individual variability of parameters of circadian rhythms was found to be generally larger than intra-individual variability (Refinetti & Piccione 2005), which suggests that data from different individuals should be analyzed separately as well as part of a group, notably if the research requires characterization of the given subject’s rhythm parameters. Inter-individual variability can sometimes be so great that some researchers will consider excluding “abnormal” experimental subjects from a study. Exclusion of “rogues” has been justified by some scholars in cases where interest is focused on the properties of a specific mechanism (which are believed to be expressed more clearly in the retained subjects) than on the diversity of physiological responses. In laboratory research, some experimenters choose a “model system” in order to investigate a complex process in a simpler, more manageable entity (e.g. Dunlap & Loros 2005; Williams & Sehgal 2001). This approach is, however, quite different from that characterizing ecological research or clinical practice. In particular, a rogue may provide a clue that contributes more than the retained majority to the understanding of the complexity of chronomes. From this perspective, selection bias has no place in the pursuit of science.

At the cellular level, cycle-to-cycle variation in period may be substantial (Herzog et al. 2004) and may be further complicated by differences in technique used on the same materials, as can be seen for expression patterns of the per1 gene in two papers on the same animals (Ptitsyn et al. 2006; Zvonic et al. 2006; see also Ando et al. 2005). The fractionated (increment equal interval) and/or pergressive (increment smaller than interval)
chronobiological serial section (Halberg et al. 1965) and/or gliding spectra (Nintcheu-Fata et al. 2003) could provide local estimates and an estimate of changes in rhythm characteristics as a function of time and/or techniques.

Irrespective of large changes in waveform (Figure 15E), small day-to-day variability is almost always present (see Figures 4, 8, and 12). This variability in waveform has important consequences for the computation of phase. In view of the often large variability in the raw data, the phase is best estimated on the basis of processed data, such as the fitted model in the single cosinor. Small changes in waveform may lead to relatively large changes in phase when the signal assumes similar values during a large fraction of the circadian cycle. In such cases, day to day (or session to session) changes in waveform may not be meaningful. A phase marker independent of the waveform (such as the acrophase of the fundamental component computed by the cosinor method) is preferable. But if the changes in waveform are substantial and may be related to some intervention such as the institution of treatment, reliance on the orthophase may convey important information. In the case of the single cosinor, tests of lack of fit help determine the need to include additional terms in the model, and parameter tests are available to test the equality of acrophases between two (or more) data series (Bingham et al. 1982), thereby helping the differentiation between random effects, a real shift in timing only, or changes in more than one parameter.

Trends (Figure 15F), uncommon in some circadian rhythms recorded under controlled conditions in the laboratory (Refinetti 2004b), should be expected when measurements are conducted over long intervals of months or years, as the parameters of circadian rhythms will most likely be affected by partly endogenous reproductive, seasonal, and other cycles or by exogenous variations in photoperiod, food availability, etc. Biological trends observed in naturalistic settings include a gradual elevation of blood pressure and heart rate in human neonates (Cornélissen et al. 1992) and a weekly and monthly elevation in testosterone secretion of men that results in part from the modulation of male sexual activity by the menstrual cycle of their female partners (Halberg et al. 1965; Hirschenhauser et al. 2002). Particularly in the study of economic and meteorological time series, trends have long been recognized as a violation of the assumption of stationarity. The autoregressive integrated moving average procedure (ARIMA) is a popular procedure used to decompose a time series into various components and to isolate the non-stationary component associated with trends (Box & Jenkins 1970; Granger & Newbold 1986). Often, the time series is decomposed into three components: a trend component, a seasonal component, and a residual component. In the study of circadian rhythms, a circadian component can be used instead of the seasonal component (e.g. Firinguetti et al. 1990).

Trends are observed in laboratory studies conducted at the cellular and molecular level, often because of suboptimal conditions of tissue preservation. An example is shown in Figure 23. The activity of neurons in the suprachiasmatic nucleus of mice was recorded in vitro by optical imaging of bioluminescence. The mouse brain is not naturally bioluminescent; modern techniques of genetic engineering, however, allowed the construction of transgenic animals in which a luciferase gene (responsible for bioluminescence in fireflies) was linked to the promoter region of a circadian clock gene (per2) in the mouse. Notice that the rhythm of luminescence gradually showed a reduction in amplitude and mesor (A). Linear changes in mesor can be easily filtered out by the gradual addition of an offset value computed by linear regression. Correction for changes in amplitude requires additional steps, such as normalization of the values on a cycle-by-cycle basis. The results of this double filter preserve the phase angle of the original data (B), although the procedure necessarily restricts focus to the 24-h component and prevents the assessment of any additional superimposed or modulating components. The procedure also prevents analysis of mesor and amplitude. An alternative
procedure is to perform analyses of short segments of the time series and repeat them in an interval that is gradually displaced throughout the series (Arbogast et al. 1983; Halberg et al. 1965).

Multiple comparisons

Once the parameters of a rhythm have been computed, the investigator may wish to compare parameters in one subject with parameters in another subject, or perhaps parameters in one subject with parameters in the same subject measured on different days and/or in different variables. These comparisons can be conducted by standard procedures of inferential statistics. If an investigator wishes to compare the mesors, amplitudes and phases (singly or jointly), periods, waveforms, or prominence of two or more groups of observations, he or she can use standard statistical tests such as Student’s $t$ tests and ANOVA or their non-parametric equivalents (Hays 1994; Wackerly et al. 2002). Of course, comparisons of phase are complicated by the fact that phase is a circular variable (that is, for instance, 01:00 is 22 h earlier than 23:00 but it is also only 2 h later than 23:00). If one assesses rhythm characteristics separately or jointly, special parameter tests have been developed for these purposes on endpoints of the cosinor method (Bingham et al. 1982) and for phases (Batschelet 1981; Mardia, 1972).

Depending on the number of comparisons to be performed, attention must be paid to the level of significance ($\alpha$) that is chosen. The computation of probabilities in statistical tests is conducted under the assumption that only one test will be performed. If multiple tests are performed, there will be an unintended inflation of $\alpha$ (Hays 1994; Kirk 1995). A simple solution is to apply a Bonferroni correction to the level of significance. If we wish to keep the “familywise” probability of a Type I error at a level $\lambda$ as we perform $n$ tests, and if the comparisons are statistically independent, then we must set $\alpha$ at a lower level, so that:

$$\lambda = 1 - (1 - \alpha)^n$$

If the comparisons are not independent, then $\alpha$ should be set at $\lambda/n$. The

Figure 23. Two-week segments of the records of bioluminescence of cells in the suprachiasmatic nucleus of a mouse culture in vitro. Because of suboptimal culturing conditions, the rhythm of bioluminescence showed a reduction in amplitude and mesor during the recording interval. (A) original data; (B) filtered data. Data from Yoo et al. (2004).
overall comparison of means in the ANOVA constitutes a single test that can be performed at
the desired \( \alpha \), but separate comparisons of pairs of means by Student’s \( t \) tests (or multiple
ANOVAs on the same data) must consider the familywise probability. Many specialized tests
have been developed to help control the inflation of \( \alpha \) without the loss of power that
accompanies Bonferroni corrections (Hays 1994; Kirk 1995).

Let us examine the issue of inflation of the level of statistical significance in the detection of
rhythmicity by periodograms. A periodogram typically evaluates 20 or more periods at the
same time (say, from 23.0 h to 25.0 h in steps of 0.1 h). Assuming that the test of each period
is independent from the others, the Bonferroni correction described above would require an \( \alpha \)
of 0.002 in order to maintain \( \lambda \) below 0.05. One consideration is whether the tests are
truly independent. Using a step of 0.1 h around a period of 24 h corresponds roughly to
independent tests when the series covers 240 days or more. For shorter time series, the tests
are not independent. Another consideration is that the computation of probability assumes
that the time series contains only one major rhythmic component. If one is seeking only one
peak in the periodogram (which is usually the case when one is attempting to determine the
presence of circadian rhythmicity), correction for multiple testing may be considered
unnecessary. If, however, one is seeking any rhythmicity in a long time series, one must make
corrections for multiple testing. After all, when one sets \( \alpha \) at 0.05, one is expecting that one
out of 20 tests will turn out positive even if the data are randomly distributed.

Nowhere in the study of circadian rhythms is the issue of multiple comparisons more
pressing than in molecular research involving the DNA (or protein) microarray methodology.
The great asset of microarrays — namely, their ability to track thousands of genes (or
proteins) simultaneously — is also a major statistical liability. When one wishes to test for the
presence of daily rhythmicity in 10,000 genes or more in a single study, it is virtually
impossible to set a reasonable level of significance for the test of each gene. If one used the
Bonferroni correction, one would need to set \( \alpha \) at about 0.000005 in order to keep \( \lambda \) at 0.05,
which is impractical.

Figure 24 shows a sub-sample of 1,104 genes (out of a total of 14,010 genes) from a
microarray study conducted on fruit flies (\textit{Drosophila melanogaster}). Samples of RNA were
collected at 4 h intervals from flies maintained on a light–dark cycle. Different levels of gene
expression (normalized for each gene) are denoted by different shades of gray. Notice that
many genes exhibited variation in expression along the day. The question is, of course, how
many of the variations were statistically significant. Using their methods of data analysis, the
authors found that 447 of the 14,010 genes exhibited circadian rhythmicity (Lin et al. 2002).
When they calculated how many genes could show rhythmic expression by chance alone, they
found the figure to be 298. Thus, the detection of rhythmicity would likely have been an
artifact in more than half (66%) of the genes initially believed to exhibit rhythmicity.
Evidently, something had to be done about it. The authors of the cited study chose a more
stringent criterion and ended up with 22 “legitimately” rhythmic genes. They themselves
acknowledged, however, that their final count was most likely an underestimate of the real
number of rhythmic genes (Lin et al. 2002). By increasing the stringency of the test (that is, by
lowering \( \alpha \)), one causes a reduction in statistical power. The solution, if there is one, is to
develop a global test to precede individual comparisons, just like an ANOVA precedes the test
of differences between particular groups of means. The design of “planned orthogonal
contrasts” should help maintain statistical power without requiring a large reduction in the
level of significance (Kirk 1995; Maxwell & Delaney 2004).

A novel approach to multiple comparisons was introduced a few years ago by Benjamini
and Hochberg (1995). The so-called False Discovery Rate (FDR) approach consists
essentially of taking into consideration only those comparisons that correctly reject the null
Figure 24. Graphic display of temporal pattern of gene expression of a sub-sample of 1,104 genes (out of a total of 14,010 genes) from a DNA microarray study conducted on fruit flies. Samples of RNA were collected at 4 h intervals from flies maintained under a light–dark cycle. Different levels of gene expression (normalized for each gene) are denoted by different shades of grey. Many genes exhibit variation in expression along the day. Data from Lin et al. (2002).
hypothesis (and, thus, reducing the number of comparisons that require Bonferroni correction by ignoring all the comparisons that fail to reject the null hypothesis). Of course, one never knows which null hypotheses are actually true, but Benjamini and Hochberg (1995) demonstrated that the false discovery rate can be controlled and that the following procedure provides the necessary control:

1. Perform $m$ comparisons and obtain the corresponding $p$-values;
2. Rank the $p$-values from smallest to largest ($p_1, p_2, \ldots, p_m$);
3. Let $k$ be the rank of the largest $p$-value for which $p_i \geq \frac{i}{m} \alpha$;
4. All $p_i$ from $i = 1$ to $k$ can be considered significant.

As an example, suppose that 10 comparisons were conducted ($m = 10$) and that the $p$-values were: 0.0002, 0.0008, 0.0058, 0.0097, 0.0350, 0.0671, 0.095, 0.1232, 0.4576, and 0.8659. If we adopt $\alpha = 0.05$, and make no corrections for multiple testing, then five of the 10 comparisons are significant. With Bonferroni correction, $\lambda = (n \alpha) = 0.5$, which means that $\alpha$ must be 0.005 to maintain $\lambda$ at 0.05 and, consequently, only two of the comparisons are significant. Using the FDR approach, we find that $0.0097 < (4 / 10) 0.05 = 0.02$, so that four of the comparisons can be considered significant.

The FDR can be very useful for multiple comparisons in a variety of studies of circadian rhythms. Its application specifically to the analysis of microarray data has been suggested by statisticians (Reiner et al. 2003; Storey & Tibshirani 2003; Taylor et al. 2005), and at least one circadian microarray study has utilized it (Ptitsyn et al. 2006). Interestingly, the authors of this study did not find the FDR to be particularly useful. As a matter of fact, their results suggested that the majority of genes are rhythmic and that statistical tests should focus on identifying the relatively few genes that are not rhythmic (Ptitsyn et al. 2006). The last word on analytical procedures for microarray data has yet to be spoken.

**Conclusion**

This review discussed various procedures that are used to detect circadian rhythmicity, to characterize the parameters if rhythmicity is present, and to conduct comparisons among the parameters of different data sets. Many procedures are available for the detection of circadian rhythmicity. While the use of multiple procedures for the analysis of any time series is encouraged, Figure 25 provides a guide for those who have certain software packages available, but not others, with a view of the characteristics of the time series appropriate for the application of the various procedures. All methods for obtaining estimates of uncertainties of each parameter, including the period, are superior to those that do not provide, as a minimum, the four uncertainties for period, amplitude, phase, and MESOR, and preferably also those of the waveform, as assessed by the $(A, \phi)$ pairs of harmonics. Accordingly, the reader is referred to the flowchart in Figure 2 and also to Table II.

The Enright periodogram is applicable to long time series with equally-spaced data points, as long as multiple close components need not be resolved, and may be tried, preferably after the extended cosinor as an extended plexogram (see flowchart in Figure 2). The Lomb–Scargle periodogram is applicable to unequally-spaced data points but also requires data to be collected over several cycles and, like the Enright periodogram, among others, fails to resolve two close components. The Rayleigh test is useful for a test of directionality when information on phase only is available. Equating the amplitude to 1 in the population-mean cosinor yields the same result. The single cosinor method, originally developed for application on short and sparse data series, handles non-equidistant data as well. Extension to the population-mean
cosinor allows generalization to the population. Extension to linear–nonlinear rhythmometry provides an estimate of the period with a measure of uncertainty. Extension to the chronobiological serial section and to gliding spectra allows the assessment of non-stationary time series. It should be noted that reliability of the computation of the period of a rhythmic process increases when data are collected over several cycles. The estimate of the period also becomes less dependent on the particular waveform the more cycles are covered by the record.

The cosinor procedure is a reliable and convenient tool for the computation of the MESOR, amplitude, and phase angle (acrophase) of circadian rhythms. These endpoints can easily be objectively estimated by curve fitting even in situations where emphasis has been placed solely on the phase (such as in laboratory studies involving running-wheel activity, where the daily onsets of activity have been used as convenient phase markers of the rhythm). Whereas day-to-day variations in waveform may be filtered out through techniques of data conditioning, they are best assessed by curve-fitting procedures such as the cosinor method. Serial sections of the fundamental and harmonic components not only detect but also quantify small or large changes in waveform as a function of time, as well as any trends, including any change in period length. Circadian rhythms are not technically stationary, but the variability associated with non-stationarity is generally lower than that associated with usual biological noise.

Special care must be taken to prevent an inflation of the significance level when numerous comparisons are performed serially. For a relatively small number of multiple comparisons, the FDR approach provides a suitable alternative to simple Bonferroni corrections. The comparison of multiple rhythmic parameters obtained by time series analysis can be conducted by traditional procedures of inferential statistics, but special parameter tests are
preferred since they allow the comparison of parameters considered either separately or jointly.

All methods here reviewed are applicable to many time series and all of them represent a step beyond the invaluable, yet insufficient visual inspection of a time plot. From study design to parameter estimation, the assessment of circadian rhythmicity provides the necessary control to avoid blunders stemming from the comparison of two (or more) groups characterized by rhythms that may differ not only in terms of the mesor but also in terms of the amplitude, acrophase and/or even period. This is illustrated in the abstract Figure 26 and the actual data-based Figure 27 that led one of us to the formulation of the concepts of both circadian rhythms and chronobiology (Halberg 1969).

Figure 26. Blunders from time-unspecified comparisons of groups characterized by a difference in amplitude, acrophase or period but not in MESOR are best avoided by including the assessment of rhythms in the design of studies and by assessing all rhythm characteristics. Measurements conducted at arbitrary time points in ignorance of rhythmicity can lead to opposite conclusions about the characteristics of processes A and B.
Figure 27. Confusing results, that could wrongly be interpreted as "stress" or "allergy", are accounted for by the action of food (offered mornings) and light as competing synchronizers of circadian rhythms in counts of circulating eosinophils in C3H mice with high breast cancer incidence that can be drastically reduced by calorie restriction. Apart from constituting the beginning of Minnesotan chronobiology, and beyond the demonstration that time-unspecified spotchecks must not underlie frequently made inferences of "up-" and "down-regulation", these studies convey the need to rely on circadian rhythms (and even broader time structures, chronomes) as the indispensable control information for any rhythmic variable, and hence the need to complement the mapping of genomes with the mapping of chronomes. From Halberg et al. (2003b). © Halberg. Reproduced with permission.
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